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0. Introduction of myself
• Univ. of Tokyo 2008-2014
• Georgetown Univ. 2014-2019

Research interests:

- Theoretical Linguistics:

1. Semantics/pragmatics: Primary domain

2. Morphology: Sometimes

3. Syntax: Sometimes

- Usage-based studies

1. Corpus-linguistics: Almost always

2. Experimental studies: I’d love to but not yet.

3. Statistics: Yes, I do!

√

√

Dissertation:

- Thesis advisor: Paul H. Portner

- Committee members: Satoshi Tomioka

Ruth Kramer

Amir Zeldes

- Topic: Japanese addressee-honorifics

Today’s topic:

- Bayesian dynamic pragmatics

What is this?

What the hell is this?



1 DYNAMIC PRAGMATICS



1. Dynamic pragmatics
Content and force

Semantics
Syntax Illocutionary force

One-to-one?

One-to-many?

A set of pragmatic rules/constraints.-des/mas-des/mas ??????



1. Dynamic pragmatics
Expressiveness
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1. Dynamic pragmatics
Meaning ( 1 ) Interval-based approach

Example: McCready (2014, 2019)

Context

∗

 



1. Dynamic pragmatics
A simulation study



2 Contribution of politeness markers



2. Contribution of politeness markers
Obs 1. Cummulative effect Even though the last word we hear is -mas, 

we do not think the speaker has `respect’ to 
the addressee.

-> This is because we also know what the 
past states were like.

𝐶 > 𝐶

𝐶 > 𝐶 > 𝐶

𝐶 > 𝐶 > 𝐶 > 𝐶

𝐶 > 𝐶 > 𝐶 > 𝐶 > 𝐶

Local update

Somehow remember what they were like.
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2. Contribution of politeness markers
Obs 2. Learnability Even though the last word we hear is -mas, 

we do not think the speaker has `respect’ to 
the addressee.

-> This is because we also know what the 
past states were like.

𝒆 𝒆

Reals: contiuinity



3 Bayesian dynamic pragmatics



3. Bayesian dynamic pragmatics
Summary parameter

0/1
(Discrete static semantics)

Publicized self-image
(Prob. Distr.)
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Interpretation
1. From the audience’s viewpoint,
h can be understood our uncertainty
about the speaker’s consistency of 
using -des/mas.

2. From the speaker’s viewpoint,
the speaker performatively 
updates/creates his publicized self-
image. 
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3. Bayesian dynamic pragmatics
Summary parameter

0/1
(Discrete static semantics)

Publicized self-image
(Prob. Distr.)

Dynamic pragmatics to machine learning

1. Beyond the expressive elements, there are no comparable language phenomena. 
Right now, very few chances to use.

2. Computational semantics



Thank you for your listening!


